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ABSTRACT
Online controlled experiments, also called A/B testing, have
been established as the mantra for data-driven decision mak-
ing in many web-facing companies. In recent years, there are
emerging research works focusing on building the platform
and scaling it up [34], best practices and lessons learned to
obtain trustworthy results [19; 20; 23; 26], and experiment
design techniques and various issues related to statistical
inference and testing [6; 7; 8]. However, despite playing a
central role in online controlled experiments, there is little
published work on treating metric development itself as a
data-driven process. In this paper, we focus on the topic of
how to develop meaningful and useful metrics for online ser-
vices in their online experiments, and show how data-driven
techniques and criteria can be applied in metric develop-
ment process. In particular, we emphasize two fundamental
qualities for the goal metrics (or Overall Evaluation Crite-
ria) of any online service: directionality and sensitivity. We
share lessons on why these two qualities are critical, how to
measure these two qualities of metrics of interest, how to
develop metrics with clear directionality and high sensitiv-
ity by using approaches based on user behavior models and
data-driven calibration, and how to choose the right goal
metrics for the entire online services.
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1. INTRODUCTION
As the quote by Lord Kelvin stated, “If you cannot mea-

sure it, you cannot improve it”, it is also true for online ser-
vices in industry. For various online services such as search
engines, e-commerce sites, and social networking sites, met-
rics are used to indicate how well the systems are serving
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real users for their needs. The impact of any feature change
of the service can be quantitatively measured by the metrics.
Depending on how the scores of metrics are generated, there
are two types of metrics for most online services: one type
is offline metrics, whose scores are based on labels of offline
data sets (usually generated by a small group of judges);
and the other type is online metrics, whose scores are usu-
ally based on the behavioral data log of millions of users who
interact with the system in real time. In industry, the most
popular and widely accepted way of monitoring and compar-
ing online metrics is using online controlled experiments (i.e.
A/B testing experiments) [5; 22; 34]. Figure 1 shows the re-
lationship between the services and online metrics: based on
the data logged by the services, online metrics are able to
measure how well the services are doing; and based on the
metrics, the online services are able to know the direction of
making further improvement.

Figure 1: The relationship between online services
and online metrics.

Nowadays, many online service companies are using on-
line metrics as the pointers toward the North Star (i.e. the
success of the business) to improve their products, includ-
ing Amazon [21], eBay, Etsy [28], Facebook [3], Google [34],
Groupon, Intuit [29], LinkedIn [30], Microsoft [27], Netflix
[2], and Yahoo. The Overall Evaluation Criteria (OEC)
(also known as goal metrics or key metrics) of an online
service are metrics defined to help the system move toward
the North Star. The choice of good OEC is not easy. As an
online service grows over time, its OEC should also evolve,
and the choice of its OEC depends on how far the system is
away from the North Star (as shown in Figure 2).

Many previous works have been focusing on the experi-
mentation platform [22; 25; 34], various best practices and
lessons learned [20; 24; 26] and various issues related to the
statistical inference and testing [3; 7; 8; 13]. Little work has
been published on the topic of data driven metric develop-
ment for online controlled experiments. The work of [31]
proposes the metric framework HEART, which first points



out that user-centric metrics are more direct in measuring
user experience of using the product than metrics focusing
on business or technical aspects of the product. Our work
further demonstrates how to develop metrics that well align
with user experience in a data-driven approach, and how to
choose the right metrics for online services. To the best of
our knowledge, this paper is the first work on how to develop
online metrics systematically in a data-driven way.

Figure 2: The choice of OEC evolves as the service
grows over time toward the North Star. When the
service (the cubic) is at an early stage, metric 1 is
used as the OEC. Another OEC (metric 2) is used
when the service is closer to the North Star.

2. PRELIMINARIES
2.1 Offline metrics vs. online metrics

Before the large-scale online experiments are available,
the most popular way to measure the performance of on-
line systems in industry is using offline metrics such as area
under curve (AUC), root mean squared error (RMSE), and
normalized discounted cumulative gain (NDCG), etc. The
evaluation approach of using offline metrics is borrowed from
academia, where the sizes of the data sets are much smaller
and whose targets are not the real users. However, in in-
dustry, when the online services are deployed, the ultimate
performance of interest is the success of the business, and
the real users are the core of the business. Offline metrics
certainly have great values in guiding the services when they
are at relatively early stages and not many users are avail-
able for experimentation yet. For example, Bing used the
offline metric NDCG for a long time at the early stage of the
search engine, and NDCG had been playing a critical role
in guiding the improvement of the search system for several
years. However, at a certain point, it was found that NDCG
could not give us the directions with high confidence any
more, and very often it did not align with what was shown
by online metrics either. In fact, it has been realized that in
many scenarios, offline metrics have poor correlations with
online metrics. According to [4], it could be due to two rea-
sons. First of all, offline metrics such as AUC and NDCG
ignore human factors, and thus cannot capture the qualities
of services that are designed for personalization. Another
reason is offline metrics are based on incomplete and biased
offline data sets, and thus offline metrics cannot always pre-
dict the results of online metrics that are based on large-scale
real users. It is still an open question in this area on how to
correlate offilne metrics with online metrics.

2.2 Types of online metrics
Because of the special role of metrics in online services,

most work in this community is done from the business per-

spective. For example, the AARRR model 1 defines metrics
according to their different roles in conversion and moneti-
zation in a web service.

However, because of the diversity of online services, the
link between user status and monetization is not always as
straightforward as the AARRR model describes. Moreover,
these standard web metrics may be too generic to be used on
online applications with different service purposes. In this
paper, we categorize online metrics into the following three
types based on how they are defined:

Type 1: Business report driven metrics. This type
of metrics are defined based on the long-term goals of the
online services, and thus they are usually directly related
to the success of the business, such as Revenue per User,
Queries or Visits per User. Recently there is growing inter-
est in reporting active user count metrics such as Monthly
Active Users (MAU) and Daily Active Users (DAU).

This type of metrics are mainly used as reports to business
owners, executives and investors or shareholders as they are
directly related to the success of the online services. How-
ever, this type of metrics are often not actionable because
the short-term movements of these metrics measured in on-
line experiments are often different from the long-term ef-
fects. As a result, product teams whose purpose of using
online metrics is to chase short-term signals can hardly use
these metrics to improve their features efficiently. For ex-
ample, long-term revenue per user is crucial for the success
of a search engine service such as Bing; however, if revenue
per user is used as the goal metric, the product teams may
find it very hard to tune their ranking algorithms toward
the improvement of this goal in short terms (such as a cou-
ple of weeks). This is because improved search results may
immediately increase the clicks on the search results and
decrease the probability of clicking on the ads results, and
thus decrease revenue per user in short term. The same
reversed direction happens to market share metrics. For a
search engine, bad ranking algorithms often result in short-
term increases in query volumes [32], since users tend to
issue more reformulation queries to satisfy their information
needs. Thus, using business report driven metrics to mea-
sure the long-term impact usually requires running experi-
ments for long periods of time, which is not desired for agile
online experiments whose purpose is to show the impact of
new features with limited time and cost.

Type 2: Simple heuristic based metrics. This type
of metrics are usually based on the simple facts of the inter-
action between users and the online services, such as Click-
Through Rate (CTR) of a web page, performance delay,
count of activities per user.

This type of metrics give us straightforward descriptions
on how users interacting with the services. They are mostly
actionable and also important for us to monitor the system
from different perspectives. For example, the count of ac-
tivities per user within a certain period of time shows how
frequently an average user is active on the service, while per-
formance delay indicates how soon the system responds to
users’ requests. However, this type of metrics usually lack
clear interpretations regarding user experience and are usu-
ally ambiguous in the relationship with the North Star. For
example, having more spams and misleading captions with
the URLs in online service may increase its click through

1http://piratemetrics.com/



rate. However, this is actually hurting user experience, and
will hurt the revenue and market share of the service even-
tually. For another example, a longer page load time often
is considered bad. However if the delay is caused by a new
feature addition that greatly generates user satisfaction, it
should be interpreted as a reasonable trade-off.

Business report driven metrics and simple heuristic based
metrics represent the first generation of online metrics. They
are mostly simple, obvious and align with our common sense.
Usually at the early stage of an online service, when it does
not have enough users and the improvements are easy to
observe, these two types of metrics may be good enough.
However, when the service accumulates enough users and
the market share is relatively stable, these metrics are either
insensitive to small feature improvements (especially for the
revenue based metrics), or mis-align with real improvement
of user experience (especially for the simple heuristic based
metrics). At such stages, a third type of online metrics,
user-behavior-driven metrics, are in great need.

Type 3: User-behavior-driven metrics. This type of
metrics are based on user behavior models such as satisfac-
tion models and frustration models. Ideally, a well designed
user-behavior-driven metric should be able to measure user
experience directly, and these experiences are highly corre-
lated with the long-term success of the online service. At the
same time, it should be sensitive enough and actionable so
that it can be used in agile online experiments with limited
time and cost. Metric definitions of this type are often more
involved, relying on highly customized rules or algorithms
trained from user behavioral models of using the particu-
lar online services, and thus more complexity in the design
process. For example, we need a user satisfaction model to
define whether a search result page satisfies a user. Clicking
signals and dwell time signals are used but there are also
cases where user can be satisfied by just looking at the page
(i.e. good abandonment) [9; 33]. Thus, it is essential to an-
alyze user search behavior instead of simply using clicks as
the only heuristic in the metrics of user search satisfaction.
More details about the process and rules of designing user-
behavior-driven metrics will be described in Section 3.5.

3. SEVEN LESSONS OF ONLINE METRIC
DEVELOPMENT

3.1 Lesson 1: Define metrics for metrics
As we have mentioned at the beginning, metrics are used

to evaluate the online services quantitatively. However, when
we develop online metrics, what are the criteria we can use
to evaluate the metrics quantitatively? Especially, how can
we make comparison and choose one or a couple of met-
rics as OEC or the goal metrics for the online service from
hundreds or even thousands of metrics we are monitoring?
Generally speaking, there are two mandatory qualities we
have to take into consideration when choosing the OEC or
goal metrics for an online service: directionality and sensi-
tivity. The directionality and sensitivity of a metric are like
the direction and magnitude of a vector, as both are criti-
cal in pushing the system improving toward the North Star
effectively (Figure 2).

Mandatory quality 1 – directionality: a good goal
metric (or OEC) should have a clear directional interpreta-
tion that aligns with user experience in most common cases.
In another word, when the metrics are used in A/B ex-

periments, the goal metric should show consistent direction
when the experiments positively impact user experience, and
show the opposite direction for the experiments that nega-
tively impact user experience. It is not uncommon to see
metrics whose directions are ambiguous in indicating user
experience. One example is the metric Distinct Queries per
Unique User (DSQ/User) in search. Intuitively, users is-
sue more distinct queries if they are more satisfied with the
search results and this is why some search engines gain more
market share than others. However, user behavior analysis
shows that, in a short term after relevance improved, users
tend to issue less queries within a search task while the total
number of search tasks remains almost the same [32]. Thus
the metric DSQ/User decreases almost immediately after
the relevance gets improved. It is important to make sure
that the goal metrics should not have such ambiguous direc-
tional interpretation and have consistent directions for both
short term and long term. A common mistake in picking
a goal metric is to beat the control in short term by do-
ing something clearly “wrong” from a business perspective
(such as increasing DSQ/User by degrading the relevance
of a search engine), as it is quite often that short-term and
long-term objectives diverge diametrically [24].

Mandatory quality 2 – sensitivity: a good goal metric
(or OEC) needs to be sensitive to most of the improvement
of user experience. A sensitive goal metric helps the or-
ganization and feature teams being able to make decisions
quickly and with limited cost. As we have mentioned be-
fore, report or revenue driven metrics usually require long
experimentation time and high user traffic to observe the
impact of new features. For example, the metric Sessions
per User (Sessions/User) is a metric believed to be closely
correlated with the market share of a search engine as well
as user satisfaction. However, deep-dive analysis shows that
instead of improving the total number of sessions, which re-
quires much longer time to change, the search success rate
improves more immediately and significantly when search
relevance changes [32]. In another word, metrics based on
successful sessions are much more sensitive than the metric
Sessions/User, and thus we prefer metrics such as Success-
ful Sessions per User or Successful Session Rate as the goal
metric for an online service.

In order to measure the two qualities of metrics qualita-
tively and convince the entire organization to adopt a new
metric, a relatively objective and systematical approach for
metric evaluation is critical. At Bing, there is an evaluation
framework called MetricLab. More details will be discussed
in Section 3.3.

In addition to evaluating a new metric by quantitatively
reporting its direction and sensitivity based on a validation
corpus, it is also very important to have a thorough un-
derstanding on the applicability of the metrics. Generally
speaking, no metric can be applicable everywhere, even the
metrics with the most state-of-the-art models. Thus, it is
important to fully evaluate the pros and cons of a new met-
ric, including its directionality, sensitivity and applicability.

3.2 Lesson 2: Understand roles of metrics
In the previous subsections, we have introduced the goal

metrics (or OEC) of an online service and the two mandatory
qualities of good OEC. We also have pointed out that no
metric is applicable in all scenarios and thus in order to have
a more objective and complete understanding of the change
of user experience with the service, in addition to the goal



metrics, it is also very important to have the following two
types of metrics: guardrail metrics and debugging metrics.

Guardrail metrics are metrics that help to guard against
situations when the goal metrics may give us wrong signals.
They are usually used in two scenarios. The first scenario is
to replace the goal metric (or OEC) in cases when the goal
metric is not applicable. In this scenario, we should not
read too much into the goal metrics, and use the guardrail
metrics as substitutes. For example, the entire organization
of a search engine service may use the metrics with long
dwell time clicks as the goal metrics, as users having more
long dwell time clicks in web search usually shows that the
search engine is doing a better job. However, this rule is
not applicable to the engineering team that works on the in-
stant answers (e.g. weather, stock, dictionary), whose goal
is to provide users with the right information without having
clicks. Thus, instead of using metrics with long dwell time
clicks as the goal metrics, these teams need some guardrail
metrics that can better address the user experience in using
instant answers. The second scenario of guardrail metrics is
to capture the dimensions of user experience that the goal
metrics are not able to measure. In this scenario, usually the
goal metrics are still the keys to look at, and the guardrail
metrics help to make sure that some other important di-
mensions are not going in the wrong way. For example,
metrics such as Revenue per User and performance latency
are good candidates for guardrail metrics when the metric
of user satisfaction rate is used as the goal metric. These
guardrail metrics can make sure that the service is not im-
proving the user experience by sacrificing revenue, nor any-
thing unexpected happening on the server side. Having a
clear directional interpretation is very important for a good
guardrail metric in both scenarios.

Debugging metrics are usually used to help us under-
stand why some important metrics, especially the goal met-
rics, move or do not move, and how to interpret their move-
ments. For goal metrics whose models are based on multiple
user behavior signals, it is helpful to keep track of how these
individual signals contributed to the overall metric move-
ment (and thus, it is desirable for a goal metric to be de-
buggable or decomposable, which we will discuss more in
Section 3.5). Debugging metrics can be as simple as making
sure certain assumptions we make are correct. For exam-
ple, http response size or log size typically should change
when new features are added for the treatment. Debug-
ging metrics are especially important for rate metrics. If we
use a rate metric such as Query Success Rate for a search
engine, it is important to keep track of the change of the
plain count of the denominator, which is the total number
of queries per user in this case. We will discuss more regard
this in Section 3.6. Instead of having an clear directional
interpretation, it is more important for a good debugging
metric to be sensitive. This is a distinct difference between
debugging metrics and guardrail metrics.

In summary, it is always important for us to fully under-
stand the characteristics of each individual metric, including
when it is applicable and when it is not, and its direction
and sensitivity in different scenarios, so that we are able to
assign it to the right role.

3.3 Lesson 3: Evaluate metric qualities
In Lesson 1 we show two mandatory qualities that we need

to measure for each metric under development: sensitivity
and directionality. If a metric rarely shows movement with

statistical significance (i.e. is insensitive), it is not action-
able in practice no matter how good the metric is in all other
aspects. On the other hand, if a metric frequently gives us
statistically significant signals, but we have little confidence
on how to relate the movement to the success of the busi-
ness, then the metric is disqualified to act as a goal metric.
The next question is how to measure these two qualities of
metrics systematically and convincingly. According to our
experience, there are two effective approaches.

3.3.1 Validation Corpus
Motivated by supervised learning, we could have a vali-

dation dataset with known labels. In online controlled ex-
periments, this translates to a set of existing experiments
for which we know whether the feature is indeed good for
the users (in terms of average treatment effect2) or not. In
reality, we can never be 100% sure about the goodness of
the features, so the best we can do is to collect a set of high
quality past experiments for which we have high confidence
on whether their features are good for the users or not. This
set of past experiments is called the validation corpus.

Such a validation corpus is extremely valuable as it pro-
vides straightforward way for us to systematically test a new
metric and see whether the movement of the tested metric
agrees with the “labels” in the corpus. In Bing we have de-
veloped a tool called MetricLab to routinely measure new
and old metrics. There are three cases: (1) the metric
shows statistically significant movement with a consistent
direction (either positively or negatively correlates with the
“labels”), (2) the metric shows statistically significant move-
ment with ambiguous directions and (3) the metric is not
statistically significant. Sensitivity can be measured by pro-
portion of cases in (3), or by computing average or medium
of t-statistics. If the ratio of average t-statistics between
two metrics X and Y are r, then we can say movements of
Y on average requires r times of traffic than those of X to
be detected. More details about developing and using the
validation corpus can be found in [10].

3.3.2 Degradation experiment
A problem with the validation corpus described above is

that this approach is not applicable when we adventure into
a new experimentation scenario. For instance, when we on-
board a new partner with a new product, we need to design
and implement a set of first generation of metrics to start
with. Obviously there exists no validation corpus. People
commonly resort to simple business reporting metrics and
believe the directions of these metrics are obvious to in-
terpret. However as we mentioned in Section 3.1, even a
standard reporting metric as simple as DSQ/User might be
misleading3. Hence it is important to verify the directions
of these metrics before we make any decision based on them.
Fortunately there is a way to validate the directions without
having the validation corpus. This solution lies in a lesson
we learned over years. Most of the time it is hard to come
up with a good feature that impacts user experience with
statistically detectable improvement in a short period, but
it is much easier for us to degrade or even screw up user

2Note that there might be heterogeneous treatment effect
among users, i.e., some subpopulations of users might like
the feature while others dislike. For feature ship decision
making, here we only focus on average treatment effect.
3Distinct query volume is part of ComScore search share
report.



experience deliberately. In another words, it is hard to find
positive labels but there are plenty of cases with negative
labels. This leads us to the idea of using degradation ex-
periments to validate metric direction and sensitivity4. The
type of user experience degradation experiments depends
on the type of web services. For search engine and online
websites, typical degradation experiments include delaying
a web page [25], downgrading to a known inferior service
[32] to more extreme choices such as deliberately giving user
a buggy experience such as crashing a mobile app.

People often feel reluctant to run degradation experiments
because deliberately hurting user experience is against the
organization goal. We argue that if we control the degrada-
tion within an acceptable degree, we only hurt short term
user experience without making permanent damage, and the
knowledge gained from running such experiment outweighs
the short term loss in the long run. In Bing we’ve experi-
mented delaying return of search result page by 250ms and
didn’t observe any long term user effect [25]. The long run-
ning search relevance degradation experiment [32] showed a
short term left over effect on user search behavior but no sign
of losing user base. Both experiments successfully helped us
validate the directions of many metrics, and also cast lights
on the development and adoption of new goal metrics.

3.4 Lesson 4: Decompose metric sensitivity
When there is a good metric candidate that is not sensitive

enough to be used as an actionable goal metric, we need to
better understand its sensitivity before giving it up. There
are two components of metric sensitivity:

1. Statistical Power: Given a true effect moving the met-
ric, how likely are we able to detect the effect?

2. Movement Probability: How often does a change we
test really moves the metric (has a treatment effect)?

The separation of the two components above helps us to
isolate two sources impacting metric sensitivity. On one
hand, statistical power accounts for the probability that we
can detect the movement given that there is a true underly-
ing movement (treatment effect) on a metric. On the other
hand, the movement probability shows how likely a metric
is indeed moved or not. The two components together help
us to compare sensitivity of different metrics. For exam-
ple, we know Sessions per User is a relatively insensitive
metric. Surprisingly, its insensitiveness is not mainly due
to its lacking statistical power: its noise level, measured by
the coefficient of variations (Standard Deviation divided by
Mean), is not among the highest. Instead, the reason we
cannot detect its movement is because people’s daily search
needs are limited and it is hard to change users engagement
within a short time. Google [16] reported similar results
that even for long running experiments it is hard to move
sessions per user. In contrast, metrics like Revenue per User
is relatively less sensitive than other revenue focus metrics
such as Revenue per Search due to its high variance (highly
skewed distribution) and low statistical power. If statistical
power is the reason of insensitiveness, we then can focus on
variance reduction. Increasing traffic size is an obvious op-
tion since the variance of a metric decreases at the rate of√
N where N is the number of independent samples. Meth-

ods such as capping the metric to reduce skewness and other
more sophisticated transformation methods may also apply.

4We first heard this idea in a discussion with Ron Kohavi
and Brian Frasca.

To measure the two components, we first need to lay
some foundations. Suppose for both treatment and control
groups we observe i.i.d. observations from two distributions
with unknown mean τT and τC respectively. Denote our
observations by Yi, i = 1, . . . , NT for treatment group and
Xi, i = 1, . . . , NC for control group. We want to test the
null hypothesis H0 : τT − τC = 0 against the alternative
H1 : τT 6= τC .

Without assuming distributions of X and Y , in A/B test-
ing we resort to the central limit theorem and hence use
Wald test which can be seen as large sample version of the
well-known t-test. The test statistic is

Z :=
X − Y√

σ2
T /NT + σ2

C/NC

=
∆√

σ2
T /NT + σ2

C/NC

,

where σC and σT are variances of X and Y and ∆ is the
observed metric difference between treatment and control.
The variances are unknown but in large sample scenario
we can assume they are known by using their estimates
which will not change the asymptotic normal approxima-
tion. Note that metrics are often in different scales and to
evaluate different metrics we need to unify the scale. We
first define NE = 1/(1/NT + 1/NC) to be the effective
sample size. Let σ2 be the pooled variance such that
σ2/NE = σ2

T /NT + σ2
C/NC . The two definitions above are

used to convert a two-sample problem into an equivalent
one-sample problem, where we can define effect size to be
δ = ∆/σ. With these shorthands, Z-statistics can be rewrit-
ten as

Z =
δ√

1/NE

. (1)

Note that the effect size δ is the observed difference ∆ scaled
by pooled standard deviation σ and thus is scaleless. We also
treat σ as a fixed constant. Finally, define

µ := E(δ) = E(∆)/σ = (τT − τC)/σ (2)

is the average treatment effect scaled by σ. When σ is
treated as known, inference on τT − τC and µ are equiv-
alent and µ is the scaleless treatment effect.

We adopt a model where we assume there are two states of
the truth. When there is no treatment effect µ = 0 and this
is the null hypothesis H0. The alternative hypothesis H1 is
the state where there is non-zero treatment effect µ. Unlike
fixing an alternative treatment effect as in most textbook
power analysis, we also assume under H1 µ follows certain
distribution g. This is because the true treatment effect in
general is unknown.

Recall the Z-statistics is the ratio of δ to
√

1/NE . We
typically declare a metric moved statistically significantly
if |Z| > 1.965. We see the probability of the event that a
treatment has an effect and we can detect successfully is

P (H1)× P (|Z| > 1.96|H1) (3)

where the first term P (H1) is the probability of a true move-
ment and the second term P (|Z| > 1.96|H1) is the statistical
power. These two terms corresponds to the two components
of sensitivity introduced at the beginning.

To calculate the statistical power, one need to know the
distribution of δ under alternative H1. We found it useful

51.96 and the corresponding 0.05 p-value cutoff is arbitrary
and we can replace 1.96 by other thresholds in (3)



to assume µ ∼ N(0, V 2) under H1. The parameter V is
unknown and need to be measured and we claim that V
is a good quantity to measure the statistical power com-
ponent of metric sensitivity. The larger the V , the more
disperse the treatment effect is under H1, and hence more
easily we can detect the movement. Note that under H1,
δ ∼ N(0, (1/NE + V 2)). Let S be a standard normal ran-
dom variable,

P (|Z| > 1.96|H1) = P

(
|S| > 1.96×

√
1/NE

1/NE + V 2

)
(4)

For any given effective sample size NE , the larger the V , the
larger the above probability. We make remark that unlike
traditional power analysis concerning sample size needed in
an experiment for a given presumed effect size, here we are
not interested in the sample size. Instead, we are interested
in for any given sample size, how we can compare expected
statistical power of different metrics. The result above iden-
tified V to be a good metric of metrics for this component.

The component P (H1) and V together allows us to sys-
tematically order and compare sensitivity of metrics. To es-
timate both quantities for each metric, we can use the same
validation corpus mentioned above. However such corpus
tend to be small due to the cost of expert labeling. For the
sake of decomposing sensitivity, label is not required and we
can use a vast unlabeled historical experiments data. The
technical detail is in [6]. Note when comparing two metrics,
a metric A might have higher P (H1) but smaller V than
metric B. To combine the two sensitivity metrics into one,
we fix an effective sample size NE and use (4) to calculate
the expected statistical power for the given sample size and
then multiply it with P (H1) to get (3). The effective sample
size is chosen to reflect a typical experiment, e.g. the sample
size we typically allocate for an experiment.

Metric P(True Movement) V 2/(1/NE) P(Detect True Movement)

Count Metric A(whole page) 3% 25.1 2.1%
Count Metric A(sub region) 17% 37.2 12.8%

Metric B 31% 2.8 9.8%
Metric B with Utility Weights 45% 3.3 15.6%

Metric C 12% 9.2 5.9%
Metric C with VR 11% 19.7 8.0%

Metric D 13% 29.3 9.4%
Metric D Capped 16% 38.6 12.1%

Table 1: Examples of detailed sensitivity decompo-
sition. Results align with theory and experience.

Table 1 shows results of a few example metrics when we
apply the method to Bing historical experiments. We found
the results consistent with theory and our experiences and
we listed a few here.

1. It is easier to move a metric measuring part of a page
than a whole page metric [26]. The sub region ver-
sion of Metric A is way more sensitive than the whole
page version. It has significantly higher P (H1), which
means more experiments can move sub region metric.

2. Carefully designed utility weighting helps improving
sensitivity. Metric B is a session level metric and after
giving different weights to different sessions according
to a custom utility function, we found the revised ver-
sion significantly improved sensitivity.

3. Variance Reduction (VR) increase sensitivity by re-
ducing variance σ2 and hence increasing V . The work
by Deng et al. [7] proposes a variance reduction frame-
work usng pre-experiment data. In the above table
comparing Metric C with and without VR we found

V 2 doubled after VR, aligning well with the theory.
4. Capping of highly skewed metrics helps improving sen-

sitivity by reducing variance. Comparing Metric D
with and without capping, we also found a significant
increase of V 2. See [26] for more details about capping.

We make a remark that there is a naive but relatively bi-
ased approach to measure sensitivity using unlabeled histor-
ical experiment data. Given a list of historical experiment,
just count the proportion of experiments a metric moved
statistically significantly. On surface it seems this will give
the same measure we tried to calculate in (3). But imag-
ine if a metric never truly moved, i.e. P (H1) = 0, then
because of Type-I error, this naive approach will in expec-
tation gives 5%. In other word, the naive approach is bi-
ased, with the bias being P (H0)× 5% ≤ 5%. Since the bias
is bounded, the naive method can still be used to quickly
compare sensitivity of different metrics when the more so-
phisticated measurement (3) is not available. For example,
if metric A using the naive approach has a sensitivity score
more than 5% higher than another metric B, we can say
metric A is more sensitive than metric B, ignoring the esti-
mation error of the two sensitivity measurements, which is
often small when the set of unlabeled data is large. The two
parameter approach presented here has the advantage that
it separates two sources of sensitivity apart. When lack of
sensitivity of a metric is due to lack of statistical power, we
can then investigate where we can improve the statistical
power by ways of reducing variance.

3.5 Lesson 5: Learn from offline data
As we have mentioned in Section 2.2, a more advanced

type of metrics – user-behavior-driven metrics – are getting
more importance when the systems are at matured stages.
User-behavior-driven metrics are based on user behavioral
models that can predict or classify user experience of us-
ing the system, such as satisfaction, frustration, gain or cost
[9; 11; 15; 17]. Thus, a carefully designed user-behavior-
driven metric usually has good alignment with user experi-
ence and high sensitivity, i.e. the two qualities of good OEC
we have described in Section 3.1. However, because users
seldom give explicit feedback regarding their experience at
the same time of using the online services, we propose the
approach of utilizing offline labeled data to associate user
behavioral signals (i.e. activity logs collected when they use
the services) to their experience in developing this type of
metrics.

Generally speaking, there are three major steps in devel-
oping user-behavior-driven metrics:
• Step 1: Have some hypotheses about the user expe-

rience based on preliminary observations. Start with
the simplest model.
• Step 2: Design user study experiments and collect

labeled data sets. Test the model from Step 1 on the
collected labeled data sets.
• Step 3: Design online metrics based on the model

learned from Step 2. Validate the metrics based on
the validation corpus and try out the metrics on new
A/B testing experiments as much as possible.

Iterate these three steps till satisfying results achieved
based on the validation corpus described in Section 3.3. Un-
like building user behavioral models for other applications
such as prediction or recommendation, during the process of
building models for online metrics, there are some principles
that we need to follow.



First of all, the hypotheses we start in Step 1 should cap-
ture important collective behavioral patterns of most users.
By “collective behavioral patterns”, we mean the behavioral
patterns that can be observed from most users. For example,
for the majority of users of using a search engine, they spend
longer time in reading more relevant documents [11], and is-
sue more reformulation queries when they are not satisfied
with the results of previous queries [15]. It is absolutely pos-
sible that there are some users whose clicking or reformula-
tion behavior is different from the majority; however, we do
not have to worry too much about the behavioral patterns
of the minority of the users unless there are some special
cases we want to address (such as the feature of instant an-
swer in search). In other words, the behavioral models for
online metrics need to capture users’ homogeneous behavior
instead of their heterogeneous behavior.

Secondly, when we collect labeled offline data and learn
models from them in Step 2, we should be extra cautious
and keep the following several rules in mind:

Rule 1: If possible, collect the labeled data from mul-
tiple different ways. This is because for many inevitable
reasons, such as different user populations and data distri-
butions, any user or judge labeled data is biased comparing
with the real production data. Thus, the phenomena that
can be observed from data sets collected in different ways are
more likely to be true for the real production data as well.
There are two most common ways to collect labeled data.
One is collecting first-hand labels by taking surveys from
the users or by doing lab study. The studies in [1; 11; 12]
use this approach. The other is using third-party judges to
label the logged data by re-presenting the information and
behavioral traces to the trained crowd workers, such as the
work in [14; 17; 36]. Both approaches have their own pros
and cons. For example, using the lab study generates more
accurate labels as they are labeled by the users themselves,
but this approach can hardly simulate the real scenarios of
using the services; on the other hand, employing third-party
crowd workers to annotate logged search sessions is inex-
pensive and can better capture the real usage scenarios, the
limitation of this method is being less accurate than real
users’ own ratings. In the work of [15], multiple labeled data
sets collected by both approaches are used to verify the re-
lationship between query reformulation and search success,
which makes the conclusion more convincing and reliable,
and hence Bing employs this feature in defining the search
success model for its OEC.

Rule 2: Avoid making the models as black-boxes. In
Section 3.2 we have mentioned that it is important to have
debugging metrics for OEC; on the other hand, it is very de-
sirable for OEC to be “debuggable” or “decomposable”. By
being “debuggable”, we mean it is easy and straightforward
to define debugging metrics to track and explain the move-
ments of a metric. In order to get a“debuggable”metric, the
behavioral model that the metric is based on should be de-
composable and intuitive. For example, we learn that both
clicking behavior and reformulation behavior are highly cor-
related with user’s search satisfaction [15], a decision tree
classifier as Figure 3 is much better than a machine learned
classifier when being used as the model for metrics. This
is because a decision tree model as Figure 3 is very in-
tuitive and easy to be decomposed into several branches:
queries followed by reformulations (unsuccessful queries of
branch 1), queries not followed by reformulations and with-

out long-dwell-time clicks (unsuccessful queries of branch 2),
and queries not followed by reformulations and with long-
dwell-time clicks (successful queries of branch 3). If we use
Successful Queries per User as the goal metric, then it is
fairly easy to understand the movement of this metric by
using Queries per User, Reformulation Queries (i.e. queries
followed by reformulations) per User and Queries with Long-
dwell-time Clicks per User as the debugging metrics.

Has$a$long)
dwell)-me$click$
on$the$SERP?$

Is$followed$by$a$
reformula-on$

query?$

A$query$

An$unsuccessful$
query$

(Branch$1)$

An$unsuccessful$
query$

(Branch$2)$

No$

A$successful$
query$

(Branch$3)$

Yes$

Yes$No$

Figure 3: An intuitive and decomposable decision
tree model combining two behavioral signals, refor-
mulation and long-dwell-time clicks, to decide if a
query is successful or not.

In practice, based on the offline labeled data, we can
first have some machine-learned models, and then we sim-
plify and hand-tune the machine-learned models into clear,
human-readable models for online metrics. It is acceptable if
the human-readable simplified models have reasonably lower
accuracies than the machine-learned models when evaluated
by the offline labeled data. This is because the goodness of
a model for metrics is eventually evaluated by the quality
described in Section 3.1 instead of fitting the offline labeled
data.

Rule 3: When choose features for the models, make sure
that only exogenous features can be used. Exogenous fea-
tures are features from the user side, such as users’ clicking
behavior, browsing patterns or dwell time. In contrast, en-
dogenous features are those from the service side, such as
the information shown on the webpages. If the endogenous
features are used in the models for metrics, then the product
teams have the chance of gaming the metrics either inten-
tionally or unintentionally, and thus the metrics lose the
required quality of impartiality. For example, it has been
shown that displaying good instant answers on the search
result pages has high probability in making the users end
their search tasks without clicks but with satisfaction [33].
However, if we use an endogenous feature such as “an in-
stant answer of weather being displayed” as a feature in the
model shown in Figure 4, then if the feature team has a
powerful algorithm in predicting when the user would not
have any click, they can manipulate the metric by display-
ing a weather answer to improve the probably of classifying
a query into branch 2 even the query has nothing to do
with weather. Although this kind of manipulation is hard
in practice, we have seen some “accidental or unintentional”
manipulation of our metrics when some endogenous features
are employed in the models in reality.

Finally, even with the most state-of-the-art models, it
is still halfway to a good metric. Rigorously validating



the behavior-driven metrics based on the validation corpus
and extensively testing them on new controlled experiments
is the must step. Moreover, with the same user behavior
model, we can define multiple metrics. For example, with
the successful query model shown in Figure 3, we can de-
fine metrics such as Successful Queries per User, Successful
Query Rate, Successful Sessions per User and Successful Ses-
sion Rate. When we want to choose the right one for OEC,
in addition to the qualities discussed in Section 3.1, there
are a few important factors we need to take into consider-
ation. First of all, usually metrics with bounded values are
preferred, as metrics without upper bounds are much more
sensitive to outliers than those having bounded values [19].
Thus, comparing with the count metrics such as Sessions
per User and Queries per User, rate metrics such as Session
Success Rate and Query Success Rate have the advantage
of being bounded and less likely to be affected by outliers.
Second, if we want to use rate metrics for OEC or goal met-
rics, there are some rules we need to follow, which will be
discussed in the next subsection.
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Figure 4: A decision tree model having both ex-
ogenous features (within the green dashed box) and
an endogenous feature (within the red dashed box).
The endogenous feature gives the feature team a
chance to manipulate the metric.

3.6 Lesson 6: Choose the right rate metrics
A rate metric is a metric that has two parts in its defini-

tion: the numerator and the denominator (and the denomi-
nator not be the count of users), such as Click Through Rate,
Views per Movie, or Success Query Rate (i.e. the count of
success queries divided by the count of total queries). Rate
metrics are widely used and in many cases they are good
candidates for OEC, as rate metrics have good properties
such as with bounded values, less skewed (e.g. the value of
rate metric Query Success Rate is bounded between 0 and 1
and its distribution is less skewed than the count metric of
Successful Queries per User) and relatively more sensitive.
However, when we design and use rate metrics, there are
some traps we need to be extremely careful about.

First of all, when a rate metric increases with statisti-
cal significance, it could be due to the following reasons:
(a) the numerator increases and the denominator remains
stable; (b) the denominator decreases and the numerator
remains stable; (c) the numerator increases and the denom-
inator decreases; (d) both the numerator and denominator
increase, and (e) both the numerator and denominator de-
crease. Among these five possibilities, except for (a), the
goodness of all other cases are ambiguous. Take the rate
metric of Query Success Rate as an example, case (a) means
that the total number of queries a user issues (i.e. the de-

nominator) remains the same while the number of successful
queries a user issues (i.e. the numerator) increases. This is
clear and very likely a positive scenario. However, if the
denominator (i.e. the total number of queries) is not sta-
ble, then it could be due to any reason from (b) to (e). As
we have mentioned previously, the move direction of total
queries per user is ambiguous, and thus it is hard to de-
cide if any scenario from (b) to (e) is positive, negative or
mixed without further analysis. Generally speaking, if the
denominator of a rate metric changes between the control
and treatment groups, then comparing the rate metric be-
tween the control and treatment groups makes as little sense
as comparing apples and oranges. Thus, there are two rules
we have to follow when dealing with rate metrics:

1. We should always keep the denominator and the nu-
merator as debugging metrics (discussed in Section 3.2)
for a rate metric;

2. When we choose a rate metric to be a goal metric, we
should choose the one whose denominator is relatively
more stable in most cases.

For example, when we want to decide the goal metric be-
tween Query Success Rate (QSR) and Session Success Rate
(SSR) for Bing, we examined whose denominator is more
stable in addition to look at their directions and sensitivi-
ties as mentioned in Section 3.1. Based on the observations
from hundreds of A/B experiments, we find that the denom-
inator of SSR, i.e. number of sessions per user, is much more
stable than the denominator of QSR, i.e. number of queries
per user. In fact, 10% of statistically significant QSR move-
ment happened together with statistically significant Dis-
tinct Queries per User movement! In other word, interpret-
ing QSR is tricky for 10% of cases. Thus, although QSR is
more sensitive than SSR in many cases, SSR is more appro-
priate for being a goal metric. We use QSR as a debugging
metric to help better understand the goal metric.

The second issue is that there are two ways to compute
the metrics for rate metrics: Average of Ratios and Ratio
of Averages. For instance, Click Through Rate (CTR) can
be defined as A) Average CTR per User, and B) #(Clicks
of all users)/#(Pageviews of all users). The former is aver-
age of ratios where for each individual user we calculate the
ratio first and then take average across all users. The latter
is equivalent to the ratio of Clicks/User to Pageviews/User,
hence is a ratio of averages. Both definitions are used in
practice, and sometimes both versions are computed for the
same rate metric and therefore it is important to under-
stand the differences. Their main difference is how users are
weighted. For average of ratios, users have the same weight
on the final metric because each user has a single value of ra-
tio. For ratio of averages, mathematically it is equivalent to
weighted average of ratio per user, where weight is propor-
tional to the denominator value for each user, e.g. user with
more pageviews will have a higher impact on CTR. Because
of the difference in weighting, optimizing ratio of averages
puts more emphasize on heavy users while optimizing aver-
age of ratios treats each user equally important.

In our experience, these two versions of rate metrics move
in the same direction for most experiments. When they
don’t, we get an interesting signal that the treatment effect
is different between heavy users and average users, which
begs our further investigation. In general average of ratios
tends to be more sensitive than ratio of averages when treat-
ment effects are homogeneous for all users. This is because



for ratio of averages, the metric is dominated by those heavy
users, and hence the effective sample size is the same as the
number of heavy users. On the other hand, average of ra-
tios is influenced equally by all the users and its effective
sample size is the total number of users. The concept of
effective sample size is better explained in the literature of
weighted samples and importance sampling. As a rule of
thumb, when using weights in sample average, effective sam-
ple size is smaller than the number of independent samples.
The larger the skewness of weight distribution is, the smaller
the effective sample size is. Also note that the variance for
ratio of averages should be calculated using Delta Method
[35] if users are used as the randomization units, while for
average of ratio, we just need to use the standard sample
variance formula.

3.7 Lesson 7: Use combo metrics as surrogate
for OEC

In spite of all the techniques we have stated above, finding
a good goal metric that has both clear direction and action-
able sensitivity can still be very hard because no metric is
applicable in all scenarios. In the absence of a single OEC
to use as our guide toward the North Star, one approach
is to use a set of success criteria metrics and by looking at
these metrics altogether, we can have a better estimation on
the experiment result. For this strategy to work, first, we
need to have a fairly comprehensive understanding of all the
success criteria metrics. For each metric, we need to know
the intended direction interpretation and more importantly
scenarios where the metric fail to give clear direction and
therefore should be either discarded or replaced by another
metric in the decision making process. Second, the set of
individual metrics should cover all known scenarios. When
one metric fail to give clear direction, there must be at least
one other metric that can fill the gap. At last, the most
ambiguous situation is when two metrics shows different di-
rections, i.e. one shows user experience is improved and the
other suggests degradation. In such cases experts’ opinions
are often required to carefully trade off two things: the signal
strength and the signal value.

This procedure described above requires a panel experts
to gather together regularly to review the experiment results
together and thus is not scalable. For an entire organization
to align, a more objective and standardized approach is still
preferred. Combo metrics are designed to address this
issue. It is a derived metric consists of the most important
success criteria metrics used in experts’ decision rule. Given
a set of metrics Xi, i = 1, . . . , k, a combo metric is of the
form

f(∆%(Xi), . . . ,∆%(Xk))

where the ∆%(Xi) is the Percent Delta of metric Xi defined

as
XT

i −XC
i

XC
i

× 100% (XT
i and XC

i here are metric Xi’s val-

ues for treatment and control). The functional form of f
is what we need to design. It is generally recommended to
make f differentiable and with continuous first derivative.
This is because we need to perform statistical test on the
combo metric and continuity makes the test of the combo
metric as easy as each component. When f is not differ-
entiable, the metric might not even have an asymptotically
normal distribution which significantly complicates the anal-
ysis. We show the asymptotic normality of a combo metric
when f is differentiable with continuous partial derivatives.

Our derivation also gives the formula of the variance. When
combo metric is asymptotically normal, Wald’s Z-test de-
scribed in Section 3.4 can be applied.

The key of the derivation is to use the delta method [35].
We can rewrite the combo metric as

f(XT
1 , . . . , X

T
k , X

C
1 , . . . , X

C
k )

where XT and XC is the component metrics calculated in
treatment and control groups respectively. The asymptotic
distribution of the vector X = (XT

1 , . . . , X
T
k , X

C
1 , . . . , X

C
k )

is multivariate normal with known covariance matrix from
multivariate central limit theorem. Because treatment and
control groups are two independent groups of subjects, the
covariance matrix of this vector has the structure(

ΣT 0
0 ΣC

)
where ΣT and ΣC are covariance matrix of (XT

i , . . . , X
T
k )

and (XC
i , . . . , X

C
k ) respectively and both can be estimated

using sample covariance from the experiment data. From
the delta method, the variance of f(XT

i , X
C
i , . . . , X

T
k , X

C
k )

can be calculated as:(
∂f

∂x

∣∣∣∣
x=X

)T

×
(

ΣT 0
0 ΣC

)
× ∂f

∂x
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If the function f does not have a continuous first deriva-
tive, then there is no guarantee that the combo metric has a
asymptotic normal distribution. An example of such combo
metric is any function that involves MAX or MIN, or condi-
tional rules. For those irregular combo metrics, more com-
putationally intensive method such as bootstrap [18] should
be used instead.

The simplest type of combo metrics are linear combina-
tions, i.e. combo metrics of the form∑

wi∆%(Xi)

where the weight wi has a utility based interpretation. If a
validation corpus is available to accurately measure direction
and sensitivity of a combo metric, then we can try different
weights or functional forms and pick the one with the best
performance. If such a validation corpus is not available, we
can use degradation experiments as described in Section 3.3.
For example, if X and Y are two success criteria metrics and
from several degradation experiments the ratio of degrada-
tion between the two are r, then it means 1% change of Y
is comparable to r% change of X. This gives us a good
starting point of the weights.

4. SUMMARY
Nowadays, controlled experiments are used heavily by many

data-driven Internet companies to understand the impact of
the business on real users. In this paper, we present the pro-
cess of designing online metrics for controlled experiments
could also be data-driven by showing methodologies we have
adopted and lessons we have learned over years. We de-
fine two mandatory qualities that goal metrics (i.e. OEC)
have to meet, directionality and sensitivity, and show empir-
ical ways to measure these qualities systematically and effec-
tively. We also show how to design and improve metrics by
utilizing user behavior modeling and statistical techniques,
and how to choose the right and most appropriate metrics
based on different characteristics they have. We hope the



insights and lessons we share in this paper could benefit
the successful use and deployment of online metrics for con-
trolled experiments in various online services in industry.
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